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ABSTRACT. One of the main limitations for the correct analysis of the labor market in
developing countries from a temporal variability approach is the lack of appropriate panel
data information. The purpose of this article is to develop statistical methodologies that
make it possible to incorporate the temporal dimension as a key factor to carry out the most
complete possible analysis of the dynamics and structure of the problem under study, as
well as the relationship between its multiple factors and determinants.

The pseudo-panel approach allows overcoming the limitation of data availability through
the building of synthetic panels and measuring the temporal evolution of characteristics of
interest in cohorts of individuals and the building of “variables-trajectories”.

The temporal clustering approach, based on the non-parametric k-means algorithm,
combines content similarities and temporal adjacency in a single representation, which
makes it possible to find cohort groups of homogeneous individuals in relation to the joint
trajectories of their characteristics.

With the results obtained according to the exploratory analysis, we could identify three
well-defined groups based on the temporal trajectories of their informality rates and income
levels.

1. INTRODUCTION

It is currently estimated that more than sixty percent of the world’s employed population
are in the informal economy. This involves all economic activities performed by workers
or economic units that are, in law or in practice, not covered or insufficiently covered by
formal arrangements [17].

The conditions of vulnerability to which informal workers are exposed have brought
to light the importance of studying and monitoring their evolution over time. However,
a limitation for the correct analysis of the labor market in developing countries from a
temporal variability approach is the lack of appropriate panel data information [5]. In some
of these countries, panel data information from official programs is available but there are
certain limitations. In surveys based on rotating panels, households or individuals remain a
relatively short time period in the sample, which makes it impossible to follow them up over
time. In addition, the non-random withdrawal of certain units due to “attrition” can produce
a considerable bias in the estimations [21]. Other countries do not have panel household
surveys but they rely on a series of independent cross sections from statistical programs
conducted over relatively long time periods.

The pseudo-panel methodology allows overcoming the limitation of data availability
through the building of synthetic panels. This is achieved by replacing the individual ob-
servations of the original panel by means of subgroups of the population, that is, subgroups
of individuals whose appearance can be identified in repeated cross-sectional surveys [18].
This approach allows us to follow cohorts over time in repeated cross sections, producing
time series for the means of the subgroups that can be used as if they were panel data, to
estimate their temporal evolution and the building of “variables-trajectories”.
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This article aims at identifying groups with different characteristics that remain in time.
Standard cluster techniques allow us to identify groups without taking into account the
temporal aspect. Cluster-longitudinal techniques combine content similarities and temporal
adjacency in a single representation. This implies that temporal clusters that take into ac-
count temporal “neighbors” of the objects must be used to extract useful knowledge for the
most complete possible analysis of the dynamics and structure of the problem under study,
as well as the relationship between its multiple factors and determinants.

It is possible to classify the cohorts using the longitudinal clustering technique that
uses the KmL approach (K-means longitudinal) of Genolini and Falissard [11]. With this
method, we can identify the joint evolution of homogeneous trajectories in the cohorts,
enabling the formation of groups of workers in the analyzed time period, and the trend
changes, possible temporal factors (alterations, technical changes), that affect each specific
group.

Given that cohorts C are considered in the pseudo-panel analysis, a matrix Yc.. of joint
trajectories of dimension P×T is built for each cohort c, where P represents the estimated
characteristics or attributes in each specific cohort at T different times.

2. PSEUDO-PANEL MODEL

2.1. Standard linear regression. To introduce the pseudo-panel approach, it is necessary
to start by presenting the standard or typical linear regression model for cross-sectional
data. The multiple linear regression model for a set of subjects N and variables P can be
expressed in matrix form as

y = Xβ + ε, (1)

where y is an N×1 vector of the dependent variable of interest; X is a matrix of explanatory
variables (or regressors) with dimension N ×P; β is the vector of parameters that indi-
cates the effect of the explanatory variables on the dependent; and ε is a P×1 vector with
stochastic disturbance terms.

In practice, we work with population samples, so the values of the vector β indicated
in (1) are unknown and the random disturbance vector ε is unobservable.

The vector of parameters β is estimated by the ordinary least squares method that min-
imizes the sum of the squares of the remainders1, resulting in the following vector of least
quadratic estimators:

β̂ =
[
X ′X

]−1X ′y.

However, when there are different measurements in the subjects’ time, an autocorrelation
is used among the observations, which does not take into account this estimation since it is
based on the limitation that observations are independent of each other. This resulted in the
development of panel data models.

2.2. Panel model. In statistics and econometrics, the term panel data refers to data that
combines a temporal dimension with a transversal dimension. That is, a set of individuals
that are observed at different times.

The monitoring of observations over time provides information that allows a better study
of the dynamics of change and a better explanation of the phenomena.

The typical panel model (2) adds an individual effect to the standard linear model to
capture the effect of each individual on the time-dependent variable. This can be expressed

1min
β

N
∑

i=1
ε̂2

i =min
β

N
∑

i=1
(y−X β̂ )(y−X β̂ ).
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by the equation
yit = xitβ +αi + εit ,

i = 1, . . . ,N.

t = 1, . . . ,T.

where yit is the variable of interest for the i-th observation at time t; xit is the (linear) vector
of the explanatory variables p; β is the vector of parameters; αi is the individual effect that
captures all the determinants of the variable of interest that are fixed in time; and εit is a
disturbance term. The subscript t indicates the t-th time.

In a compact form, the model can be presented as follows:
y = Xβ +Cα + ε

C = IN⊗ ι ,
(2)

where y has dimension NT ×1; X is NT ×P; β and ι are T ×1 vectors; so C is NT ×1; and
ε is N×T .

The first issue to determine is whether the unobservable random variable αi is correlated
with the vector of regressors xit or if it is independent of the latter, on which the algorithm
of the estimation of parameters depends.

In the first case, when there is correlation, it is convenient to perform the estimation
under conditional inference, called the fixed effects panel model. This model has fewer
assumptions with respect to errors and is usually the most consistent one. In that case,
αi assumes a fixed value for each individual and is estimated in conjunction with β by
the ordinary least squares method (OLS). According to Arellano [3], we have, as a result,
the following fixed effects estimator of the explanatory variables, also called intra-groups
estimator:

β̂FE =
(
X ′Q̄X

)−1X ′Q̄y =
(
X̃ ′X̃

)−1X̃ ′ỹ,

where Q̄ = INT −C(C′C)−1C′ has dimension NT ×NT , with C = IN⊗ ι of dimension NT ×
1; X̃ = Q̄X is NT ×P; and ỹ = Q̄y is NT ×1.

In the second case, when it is assumed that αi is independent of xit , it is convenient
to perform the estimation under unconditional inference, called the random effects panel
model. In that case, αi is not a fixed value but a random component that is part of the
disturbance term. Therefore, this model contains a compound disturbance term uit =αi+εit .
The estimation of the random effects models is made using the generalized least squares
method (GLS), resulting in the following fixed effect estimator of the explanatory or intra-
groups variables:

β̂GLS =
(
X ′
[
IN⊗ Ω̂

−1]X
)−1

X ′
[
IN⊗ Ω̂

−1]y,
where Ω is the covariance matrix and its elements are calculated by

ω̂ts =
1
N

N

∑
i=1

ûit ûis.

In practice, to determine whether the individual effect and the observed regressors are
correlated and, therefore, to choose the most correct model, the Hausman specification
test [16] is generally used. This statistical hypothesis test allows us to evaluate whether
an estimator β̂e that is more efficient is also consistent if compared to another alternative
estimator β̂c that is known to be consistent. This is achieved by evaluating whether the
differences between the estimations of both models are systematic or not. In case there are
no systematic differences, both estimators would be consistent and, therefore, β̂e would be
a better estimator which is also more efficient.
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Considering the compliance with the intrinsic assumptions of each model, the fixed ef-
fects estimator β̂FE is consistent, while the random effects estimator calculated by general-
ized least squares β̂GLS is more efficient (asymptotically) but inconsistent when the model
is poorly specified. That is,

Var
(

β̂GLS

)
≤ Var

(
β̂FE

)
.

The Hausman test is then defined as

h =
[
β̂FE − β̂GLS

]′ [
Var
(

β̂FE

)
−Var

(
β̂GLS

)]−1 [
β̂FE − β̂GLS

]
.

In the panel models, one of the limitations that affect the estimation is the availability
and content of the data. That is, the presence of measurement errors due to the lack of
answers or false answers in surveys (usual in income variables), rotating panels (sampling
in household surveys) where the panel remains a relatively short time period in the sample,
which makes it impossible to follow, and the effect of attrition or non-random withdrawal
of individuals.

2.3. Pseudo-panel model. The pseudo-panel approach was initially presented by Nobel
Prize winner Angus Deaton in 1985 with the aim of overcoming these last mentioned lim-
itations by building synthetic panels [7]. This is achieved by replacing the individual ob-
servations of the original panel by means of subgroups of the population whose appearance
can be identified in repeated cross-sectional surveys [18].

In order to define the subgroups, variables-factors which must be considered invariant
over time (for example: year of birth, gender, ethnicity) must be selected. There are some
assumptions that must be taken into account at the time of their building. In general terms,
we must ensure that the cohorts are built on a stable population and criteria that ensure that
their profiles do not change abruptly over time. From the selection of the variables-factors,
those individuals i that belong to the cohort c observed in the sample at each time t are
added.

Thus, we have the defined subgroups c = 1, . . . ,C. in which nc is the number of obser-
vations within the subgroup c. The size of the cohorts of individuals nc is important, and
it depends directly on the number of cohorts established, C. A larger number of observa-
tions in each cohort guarantees greater consistency in the estimation but, in turn, it implies
greater heterogeneity within the subgroup. Therefore, the choice of nc generates a trade-off
between homogeneity and robustness.

The set of individuals at time t is defined as N =C ∗nc, whereas the data set in repeated
sections is S =C ∗nc ∗T ∗P = N ∗T ∗P.

In general terms, what we are trying to obtain is the expectation of the variable of in-
terest for the cohort c at time t. This is y∗ct = E (yit | i ∈ c, t). Each variable will also be a
conditional expectation of the cohort at each moment, that is, for each variable p we have
z∗ct = E (zit | i ∈ c, t).

If we use the standard panel model presented in (2), the pseudo-panel model results in
the following relationship [15]:

y∗ct = x∗ctβ +α
∗
c + ε

∗
ct

c = 1, . . . ,C.

t = 1, . . . ,T.
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However, in practice, the true values of both y∗ct and x∗ct for population cohorts are un-

observable, so they are estimated using the sample cohorts observed through ȳct =
1
nc

nc

∑
i=1

yit

and x̄ct =
1
nc

nc

∑
i=1

xit .

In this sense, the pseudo-panel model for means of observed cohort samples is expressed
as

ȳct = x̄ct β̄ + ᾱc + ε̄ct , (3)
where ȳct is the variable of interest mean for the cohort c at time t, and ᾱc is the fixed effects
mean at the cohort level for those sample members.

The vector β is obtained from centering each cohort with respect to the average value
observed (ȳct − ȳc) and the subsequent application of the ordinary least squares method
(OLS). According to Guillerm [14], we have, as a result, the following fixed effects or
intra-groups estimator:

β̂pp =

[ C

∑
c=1

T

∑
t=1

(x̄ct − x̄c)
′ (x̄ct − x̄c)

]−1 C

∑
c=1

T

∑
t=1

(x̄ct − x̄c)
′ (ȳct − ȳc).

The fixed effect estimator that is not observed for the mean of the cohort population, αc,
deduced from obtaining β̂pp, results in

α̂c = ȳc− x̄cβ̂pp.

The pseudo-panel approach allows overcoming or, at least, attenuating many of the dif-
ficulties that arise in panel models. By using this approach, we can monitor the cohorts
over time in repeated cross sections, generating time series for the subgroup means, which
can be used as if the panel data were available. This greatly attenuates the bias derived
from measurement errors [2], and if the size of the cohorts is large enough (nc→ ∞) then

ε̄ct =
1
nc

∑
nc
i=1 εit

P→E (εit) = 0 [21], and this ensures consistent parameters [18].
Good results are achieved with the pseudo-panel models [7]. However, they have some

limitations, such as the fact that the subsample of individuals to estimate the true values of
y∗ct and x∗ct may not be representative [15]. In addition, it is necessary that the sample sizes
of the cohort be large enough so that the average of the sample fixed effects ᾱc be a good
approximation of the unobserved population mean fixed effect of the cohort α∗ct [7]. Since
the individuals observed at each moment are not the same, the average of fixed effects ᾱc
can vary when, theoretically, it must be constant [15]. Although the pseudo-panel model
can reduce endogeneity, it remains a problem [18].

3. CLASSIFICATION METHOD

Cluster analysis or typical clustering is a technique whose aim is to group or classify a set
of data into groups (clusters) of similar objects. Consequently, the clusters are data clusters
whose criteria require that the elements within each group be more homogeneous regarding
the analyzed characteristics, in relation to the objects of other groups [8]. To determine the
similarity among these elements according to the variables involved, mathematical metrics
that do not take into account the temporal aspect are used.

Cluster-longitudinal techniques combine content similarities and temporal adjacency in
a single representation. This implies using algorithms that consider the temporal “neigh-
bors” of the objects to extract useful knowledge and to be able to analyze the dynamics and
structure of the problem under study as completely as possible, as well as the relationship
between their multiple factors and determinants.
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C. Genolini and B. Falissard [12] and C. Genolini, B. Falissard and J-B. Pingault [13]
developed the non-parametric k-means algorithm that allows working with simple or joint
trajectories2.

S is a set of subjects C (cohorts of individuals or pseudo-panels) on which attributes or
variables P are measured at different times T . That is,

S =C ∗T ∗P.

Each cohort of individuals is represented by c in which c = 1, . . . ,C., and C is the total num-
ber of cohorts, C = N

nc
; the subscript t = 1, . . . ,T. indicates each of the different times where

the measurements of the variables P of interest y1, . . . ,yP are made on the observations, and
the subscript p of yp indicates the attribute being measured, p = 1, . . . ,P..

The sequence made up by the measurements of p on a cohort c at different times T ,
yc.p = (yc1p,yc2p, . . . ,ycT p), is called simple trajectory of the variable p in the cohort c.

The first measurement subscript in yct p refers to the cohort; the second, to time t; and the
last one indicates the characteristic or attribute studied.

Consequently, the succession of p in the pseudo-panels C at different times T , Y..p, con-
stitutes the simple trajectory of the characteristic p for the set of observations C = N

nc
.

The series Y..1,Y..2, . . . ,Y..P of the simple trajectory variable P calculated at different
times T on the subgroups C is called joint trajectory for the set of observations C.

Therefore, we can define each subject c as the matrix Yc.. with dimension P× T of its
joint trajectory Yc.1,Yc.2, . . . ,Yc.P:

Yc.. =


yc11 yc21 · · · ycT 1
yc12 yc22 · · · ycT 2

...
...

. . .
...

yc1P yc2P · · · ycT P


c = 1, . . . ,C.

t = 1, . . . ,T.
p = 1, . . . ,P.

(4)

The rows of the matrix (4), Yc.p =
(

yc1p yc2p . . . ycT p
)
, indicate each of the simple

trajectories P in the cohort c. That is, each row P reflects the temporal evolution of the
attribute or characteristic analyzed for each subject.

The columns of the matrix (4), Yct. =


yct1
yct2

...
yct p

, indicate the state of the cohort c at each

different time t. That is, each column T indicates the situation or state of the attributes of
each subject at a given time, such as in cross-sectional analyses.

The dataset in repeated sections (S) consists of matrices C Yc... This is: S =C ∗Yc...
Our goal is to divide the set S into sub-groups M of cohorts of individuals. The condition

that the grouping must fulfill is that, according to the characteristics temporarily analyzed,
each of the sub-groups m (with m = 1, . . . ,M) be created in such a way that the cohorts that
are part of it results more homogeneous with respect to the cohorts that are part of the other
subgroups.

2The algorithm is implemented in the R language with the “k-means for longitudinal data” package devel-
oped by the same authors, which was used in this article with the functions “klm” for simple trajectories and
“kml3” for joint trajectories.



LONGITUDINAL ANALYSIS TO DETERMINE PROFILES OF INFORMAL WORKERS 41

To measure the similarity or distance d between two cohorts of individuals Y1.. and Y2.. a
metric or distance function Dist is defined and the Euclidean norm ‖.‖ is used.

According to Genolini et al. [10], the “k-means for longitudinal data” (kml) approach
considers two methods to measure this distance d. The first method calculates the distance
dt between two observations Y1.. and Y2.. taking into account the state of the cohorts at
different times t. The second method calculates the distance dp between two observations
Y1.. and Y2.. considering the simple trajectory for each characteristic p.

Thus, according to the first method, for each fixed time t we define the distance dt be-
tween Y1.. and Y2.. as dt. (Y1t.,Y2t.)=Dist(Y1t.,Y2t.). This is the distance between the column t
of the matrix Y1.. and the column t of the matrix Y2.., that is, the distance between the states
of the cohort at different times t.

The result is a vector of distances T between the two cohorts of individuals:

(d1. (Y11.,Y21.) ,d2. (Y12.,Y22.) , . . . ,dT. (Y1T.,Y2T.)) .

Combining the distances T by the function of the norm ‖.‖ we get the distance between
Y1.. and Y2.. using this first method:

dt (Y1..,Y2..) = ‖(d1. (Y11.,Y21.) ,d2. (Y12.,Y22.) , . . . ,dT. (Y1T.,Y2T.))‖ .

Using the second method for each fixed variable p we define the distance dp between
Y1.. and Y2.. as d.p (Y1.p,Y2.p) = Dist(Y1.p,Y2.p). This is the distance between the row p of
the matrix Y1.. and the row p of the matrix Y2.., which is the distance between the simple
trajectory or the temporal evolution of the variable p between the subjects.

The result is a vector of distances P between the two cohorts of individuals:

(d.1 (Y1.1,Y2.1) ,d.2 (Y1.2,Y2.2) , . . . ,d.p (Y1.p,Y2.p)) .

Combining the distances P by the function of the norm ‖.‖ we get the distance between
Y1.. and Y2.. using the second method:

dp (Y1..,Y2..) = ‖(d.1 (Y1.1,Y2.1) ,d.2 (Y1.2,Y2.2) , . . . ,d.p (Y1.p,Y2.p))‖ .

According to Genolini et al. [10], if the distance chosen is that of Minkowski for both the

first method a
√

∑
T
t=1 |Y1t p−Y2t p|

a and the second method a
√

∑
P
p=1 |Y1t p−Y2t p|

a, then the
distances are equivalent: dt (Y1..,Y2..) = dp (Y1..,Y2..).

The “kml” package contains a series of criteria for determining the correct number of
groups. However, we focus on the criteria of T. Caliński and J. Harabasz [4].

If cm is the number of cohorts in the group m, then the partition of the elements C can be
expressed as C = cm ∗M.

If ȳm denotes the average trajectory of the variable y of the cluster m; ȳ is the average
trajectory of the variable y in the set S = (cm ∗M)∗P∗T ; and ymc represents the trajectory
of y for the cohort c in the m group, then the matrix of sum of squares between groups is
defined as

B =
M

∑
m=1

cm (ȳm− ȳ)(ȳm− ȳ)′.

The matrix of sum of squares within groups is

W =
M

∑
m=1

nm

∑
k=1

(ymk− ȳmk)(ymk− ȳmk)
′ .
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The criteria for measuring homogeneity, which are generally used in the k-means, sug-
gest the minimization of the matrix W . That is, by minimizing the variability of the trajec-
tories, more homogeneous groups are obtained. Using the same reasoning, maximization
of matrix B would result in more differentiated groups.

The criteria of Calinski and Harabasz (CH) determine the value M as the number of
groups that maximizes the following relationship:

CH(M) =
trace(B)
trace(W )

c−M
M−1

.

4. APPLICATION

4.1. Materials. The methodologies developed will be based on the data related to the na-
tional Permanent Household Survey (PHS) program3. The time period analyzed, from 1989
to 1995 included, is consistent with a time when macroeconomic and structural reforms
were promoted in the country and they had a direct impact on the conditions of the la-
bor market. The study is carried out by selecting, from the user databases (WB), salaried
workers between 15 and 60 years old from the urban agglomeration Gran Córdoba at the
beginning of the time period (1989). During that time, the PHS had a modality of data
collection at a specific time with two annual measurements carried out in May and October.
This is equal to 13 cross-sectional household data samples. The first sample is from 1989,
which is taken as a reference sample. Then, the series is completed with two samples in
each of the following six years. Free RStudio software was used to process and analyze
these samples4.

4.2. Pseudo-panel model. Data at the level of individuals were added for the building of
pseudo-panels, that is, cohorts of individuals who have similar characteristics called vari-
ables factors. The characteristics selected in this article were the year of birth (in simple
ages) and the gender of individuals.

The studied population is salaried workers from the urban agglomeration, for which 92
cohorts of individuals (46 in each gender) were chosen at each time period.

At each time t and in each cohort c, mean variables {ȳct1, ȳct2} were defined for the
subsequent trajectories variables {yc,.,1,yc,.,2}; the last ones are the pseudo-panel model
predictions.

The variable ȳct1 indicates the mean informality rate of each cohort c at time t5. The

mean for each cohort c at time t results in ȳct1 =
1
nc

nc

∑
i=1

yit .

The variable ȳct2 indicates the mean of the income received per hour in the main occupa-
tion in each cohort c standardized in the range zero to one. Standardization was performed
to avoid the scale problem among the variables involved. That is, each cohort c at time t

results in ȳct2 =
1
nc

nc

∑
i=1

y∗it2, where yit2 is the average income per hour of worker i at time t

and y∗it2 =
(yit2−mn(yit2))

(Mx(yit2)−mn(yit2))
is the standardized average income per hour of worker i at time t.

3This program is jointly carried out by the National Statistics and Censuses Institute of Argentina (Spanish:
INDEC) and the Provincial Statistics Bureau (Spanish: DPE).

4The longitudinal clustering technique was chosen using the “kml3d” package. Repository CRAN R-project.
Collate global.r distance 3d.rclusterLongData3d.r kml3d.r Available from https://cran.r-project.org/

web/packages/kml3d/index.html
5The condition of “labor informality” was defined as the total or partial rejection of any of the following

rights and/or benefits in the population of salaried workers: dismissal compensation, paid time off, mid-year
and end-year bonus, work insurance, retirement discount.

https://cran.r-project.org/web/packages/kml3d/index.html
https://cran.r-project.org/web/packages/kml3d/index.html
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The trajectory yc,.,1 was obtained from ˆ̄yct1, which was based on a set of regressor vari-

ables x̄ct =
1
nc

nc

∑
i=1

xit . The set (x̄ct) is made up of the means of the explanatory variables

complete secondary education level (x1), working hours (x2), seniority in the job position
(x3), company size (x4) and age (x5) in each cohort c at time t.

The trajectory yc,.,2 was obtained from ˆ̄yct2, which was based on its standardized mean
value (ȳct2). That is, ˆ̄yct2 = β̄ + ᾱc + ε̄ct . Table 1 shows the results obtained.

TABLE 1. Results of the pseudo-panel model.

Informality Coef. Std. Err. t P > |t|

Secondary −0.1207207 0.0517498 −2.33 0.020

Hours 0.1473925 0.0427889 3.44 0.001

Seniority −0.2263262 0.0450433 −5.02 0.000

Company size 0.4217886 0.0395092 10.68 0.000

Age −0.0104426 0.0027331 −3.82 0.000

Constant 0.8077621 0.1131973 7.14 0.000

σu 0.1310602 F test (H0 : ui) = 2,97

σe 0.17214083 Prob > F = 0.0000

ρ 0.36695266 Groups = 92 N = 11.760

4.3. Temporal classification model. Once the income trajectories yc,.,1 and the informality
rate yc,.,2 have been estimated, each of the 92 cohorts is expressed as the following matrix
of their joint trajectories:

Yc.. =

(
yc,1,1 yc,2,1 · · · yc,13,1
yc,1,2 yc,2,2 · · · yc,13,2

)
.

While the metric or distance function Dist was the Euclidean one, the criterion for the
optimization of groups was that of Calinski and Harabasz.

Figure 1 shows the results of the correct number of clusters and the simple trajectories
of both variables. In these results there is a superposition between the mean trajectories of
groups (clusters) made up on simple trajectories of income yc,.,1 and the informality rate
yc,.,2 of the cohorts. While Table 2 indicates the cohorts that make up each of the groups,
Figure 2 shows the joint trajectories of the “centers” of trajectories of clusters.

Figure 2 shows that the clusters present important differences in levels of informality rate
and income per hour, and present similar tendency joint trajectories. However, the tendency
slopes are a little different between the clusters, and consequently their trajectories do not
intersect. This indicates that the differences between groups are roughly the same for each
of the time periods.

4.4. Results. The exploratory analysis allows identifying relationships among the variables
and the analyzed cohorts, as well as drawing potential conclusions in relation to the phe-
nomenon under study. According to the joint trajectories studied, the correct number of
clusters was three (A, B, C). Group A (blue) is characterized by high levels of informal-
ity and relatively low mean labor income rates per hour compared to other groups. This
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FIGURE 1. Longitudinal clustering. Calinski and Harabasz criterion and
simple trajectories of income and informality.

TABLE 2. Results of longitudinal clustering.

Cluster
n

Cohorts (%)

A
i_v15 to i_v19 i_m15 to i_m23 22

i_m53 to i_m60 (23,9)

B
i_v20 to i_v27 i_m24to i_m52 37

(40,2)

C
i_v28 to i_v60 33

(35,9)

group A can be defined as the one with the greatest socio-economic “vulnerability”. Within
it, two demographic sub-groups are distinguished. The first one is integrated by the cohorts
that, at the beginning of the time period, entered the labor market: men between 15 and
19 years old and women between 15 and 23 years old. The second subgroup is made up
of the cohorts of women who were between 53 and 60 years old (in 1989). Group B (red)
is characterized by a greater female composition. This includes cohorts which, in 1989,
included people between 20 and 27 years old in the case of men and between 24 and 52
years old in the case of women. That is, men in the first years of “stability” and women
in years of “employability” in terms of labor market. Taking into account the first group,
the mean rates of informality are relatively lower, whereas the mean trajectory of the labor
income per hour is higher, even in a substantially smaller proportion. Group C (green) is
only characterized by male members. Cohorts that are part of this group included people
between 28 and 60 years old at the beginning of the time period (1989). That is, men in
ages of greater “employability” and in ages towards the end of the labor market. This group
is characterized by low informality rates and income levels much higher than the other two
defined groups. In this sense, it could be defined as the one with better socio-economic
conditions. Regarding the characteristics used in the classification, a potential relationship
between informality levels and earned labor income could be considered. The levels which
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FIGURE 2. Longitudinal clustering. Mean trajectories of the groups.

have these variables could also be related to the gender of the cohort. Indirectly, the results
may give rise to some hypotheses: it takes more time for women than for men to enter the
formal labor market (Group A) and these cohorts do not integrate the groups that receive a
higher mean income (Group C).

5. CONCLUSIONS

In Argentina, informal economy did not represent significant levels until the end of the
first half of 1970. The economic reforms that have been carried out in Latin American
countries since the mid-1980s and their impact on labor markets caused a decrease in the
quality of employment [22]. Therefore, during the 1990s, informal employment in urban
areas of Latin America grew from approximately 50% to 58% [9]. Consequently, the study
of the evolution of informal employment profiles over time becomes relevant due to the
conditions of “vulnerability” to which these workers are exposed.

The pseudo-panel approach allows overcoming the lack of availability of temporal data
by the creation of variables factors that define cohorts of individuals who have characteris-
tics in common. In this article, we focused on year of birth and gender of individuals.

Some studies in Argentina have used pseudo-panel for studying poverty [6, 19], income
mobility [20], and particularly labor informality [1], where this methodology was used to
compare the informality and unemployment series evolution.

In this article, the pseudo-panel model provides the necessary information to define pro-
files of informal workers that combine similarities in the evolution of their characteristics
through a longitudinal k-means approach.

The combination of these methodologies is a contribution to the study in the area of
social and economic development, which allows identifying relationships between the vari-
ables and the cohorts analyzed as well as drawing potential conclusions in relation to the
phenomenon under study when there are no complete panels.
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With the exploratory analysis applied in this article we could identify three profiles of
well-defined informal workers taking into account the temporal trajectories of their infor-
mality and income levels.
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